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Diamond Plot

for Comparing Group Means and Variability

Chong Ho Yu, Ph.D. (2012)

Comparing group differences for examining treatment effectiveness is a common practice in
research and evaluation. Parametric procedures such as t-tests and F-tests are widely used
for this purpose. However, those procedures are not very informative because the
conclusion is nothing more than rejecting or failing to reject the null hypothesis.

APA Task Force on Statistical Inference (Wilkinson, 1996) endorsed the use of confidence
intervals (ClI) as a supplement to conventional p value. By using ClI, the researcher can look
at the group differences by means and variability. As the sample size increases, the
variability decreases, and the ClI gets narrower. Why should we judge the quality of a Cl by
its narrowness? Take this scenario as a metaphor: You ask me to guess your age, | reply,
"from 16 to 60." I am 95% confident that your actual age would fall within this range, but is
it a useful estimation? Probably not. If | say "from 18-21" instead, it is definitely a much
better answer.

SAS/JMP provides a powerful tool named diamond plot to visualize Cl and it is very easy to
obtain the result. In JMP you don't even need to know the name of the procedure. As long
as you know what your dependent and independent variables are, you can simply choose
Fit Y by X from the Analyze menu, as shown in the following:
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JMP provides the user with a contextual menu system and thus you would not be
overwhelmed by too many options. In the next screen only the options that are applicable
to the data structure are available to you. At this stage, you can select Quantiles to display
the box plot and Means/Anova to display the diamond plot.
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The result is shown in the following figure. It condenses a lot of important information:
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e Group means: the horizontal line inside each diamond is the group means

e Confidence intervals: The diamond is the CI for each group. Because the population
parameter is unknown, there is always some uncertainty in estimation. Thus, we need
to bracket the estimation. Take photography as an analogy. If the photographer is not
sure whether the exposure is correct, he would take at least one over-exposed photo
(upper bound), one under-exposed photo (lower bound), and one in the middle. In the
JMP output, the top of the diamond is the upper bound (best case scenario) while the
bottom is the lower bound (worst case scenario).

e Quantile: In addition to CI, JMP also provides the option of overlaying a boxplot
showing quantile information

In this hypothetical example, Professor Yu taught three classes in different modes:
Conventional classroom, online class, and hybrid class. He wants to know which method
could yield better exam scores. It is obvious that the performance gap between classroom
group and the two others is significant, because even the upper bound of the classroom
group is worse than the lower bound of the other two. However, it seems that the difference
between the hybrid group and the online group is not substantive at all because there is a
lot of overlapping between the two groups. If you need to report formal statistics, you can
extract the appropriate information below the graphic.
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A | Oneway Analysis of Score By Group
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£ Quantiles
Level Minimum 10% 25% Median 75% 90%  Maximum
Classroom 55 55 625 75 76 796 80
Hybrid 59 60.7 78.25 88 83 89.9 100
Online 67 672 69 8T a0 89 100

£ Oneway Anova

A Summary of Fit

Rsquare 0.296455
Adj Esquare 0.244341
Root Mean Square Error 10.82538
Mean of Response 7943333
Observations (or Sum Wygts) 30

£ Analysis of Variance

Sum of

Source DF Squares Mean Square F Ratio Prob>=F
Group 2 13332667 666 633 56885 00087
Error 27 31641000 117.189
C. Total 29 4497 3667

£ Means for Oneway Anova
Level Number Mean Std Error Lower 95% Upper 95%
Classroom 10 702000 3.4233 63.176 77224
Hybrid 10 857000 3.4233 T8.676 92724
Online 10 824000 3.4233 75376 89 424

Std Error uses a pooled estimate of error variance

A T [T

When | was a graduate student, | took a course in multiple comparison procedures (MPC)
as a post hoc step after ANOVA. At most the F test of ANOVA could tell you whether one
of the means differ from one of the other means. In order to test which pairwise difference is
significant but control the Type | error rate at the same time, different MPCs are needed.
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The course required the learners to memorize the pros and cons of 10-15 tests, such as
LSA, Bonferroni, Ryan, Tukey, Duncan, Gabriel...etc.. To tell you the truth, today | forgot
most of the information. The following is a screenshot of MPCs offered by SPSS. You can
tell how confusing it is. In my opinions, the diamond pot is a much quicker and easier way
for group comparison.
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However, Payton, Greenstone and Schenker (2003) warned researchers that inferring from
non-overlapping Cls to significant mean differences is a dangerous practice, because the
error rate associated with this comparison is quite large. The probability of overlap is a
function of the standard error. As the standard errors become less homogeneous, the
probability of overlap decreases. Simulations result showed that when the standard errors
are approximately equal, using 83% or 84% size for the intervals will give an approximate
alpha = 0.05 test, but using 95% confidence intervals, which is a common practice, will give
very conservative results. Thus, researchers are encouraged to use both ClI and hypothesis
testing.
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